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Natural Language Processing (NLP)

Verbmobil (Dream)
90M euro project in 1993-2000



Credits:  https://www.linkedin.com/pulse/from-rulesets-transformers-journey-through-evolution-sota-yeddula/

FROM NLP TO  GENERATIVE AI THROUGH DEEP LEARNING



Deep Learning

NLP: 
word meaning as vectors 
e.g. Baroni et al  Uni. of Trento

Train a NN to predict a word missing in a context.
Mikolv, 2012 PhD Thesis CZ uni, 
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ICA, Association for European Life Science Universities, is a 
network of more than 50 universities from the EU and 
neighbouring __________

Computer Vision:
Training a Neural Network to 
classify an image by computing its 
vector representation. IN
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https://www.pinecone.io/learn/series/image-search/imagenet/

Sequence to Sequence, Google, 2014

AlexNet, Toronto University, 2012

countries

(idea tracing back to Rochester 
et al 1956)

(idea tracing to Harris 1954)

Idea tracing back to Shannon 1951 Language Models



NLP with Transformers, Tunstall et al 2022 

Transformers: 
in parallel, and using attention



LLMs: a Survey, 2025, https://arxiv.org/pdf/2402.06196



Amazon web service (AWS, 2022) https://neptune.ai/blog/nlp-models-infrastructure-cost-optimization

Increase of Size and of Computational Costs

https://www.unesco.org/en/articles/ai-large-language-models-new-report-shows-small-changes-can-reduce-energy-use-90

UNESCO Report:
Smaller models are just as smart and accurate as large ones: Small models tailored to specific tasks can cut 
energy use by up to 90%.
Small models are more accessible

Mikolov et al BottleCap AI, founded in April 2025  https://www.bottlecapai.com/#blog-section



APPLICATIONS

AgriBench, the first agriculture benchmark designed to 
evaluate MultiModal Large Language Models (MM-LLMs) for 
agriculture applications. https://arxiv.org/abs/2412.00465

APPLICATIONS: Need synergy



https://huggingface.co/
https://huggingface.co/spaces/open-llm-leaderboard/open_llm_leaderboard#/

HUGGING FACE



Whats Next in NLP
Towards smaller models. Challenges:
BabyLM Challenge
Sample-efficient pretraining on a developmentally plausible corpus
https://babylm.github.io/

LM-Playschool Challenge
A Challenge for Improving LLMs Through Learning from Dialogue Game Interaction

MULTIMODAL MODELS (beyond Language and Vision towards EMBODIED AI):
The Grand Challenge on Multimodal Superintelligence
Text, Audio, Vision, and 3D
multimodal-ai.com

CAREFUL EVALUATION

Momentè et al, EMNLP 2025 
Triangulating LLM Progress through Benchmarks, Games, and Cognitive Tests

https://babylm.github.io/
http://multimodal-ai.com/
http://multimodal-ai.com/
http://multimodal-ai.com/


What Next in the society

WORK TOGETHER!
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