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Natural Language Processing (NLP)
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FROM NLP TO GENERATIVE Al THROUGH DEEP LEARNING

Evolution of SOTA (state-of-the-art) models in Natural Language Processing
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Evolution of SOTA models in NLP and factors affecting them



Deep Learning
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Train a NN to predict a word missing in a context.
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Idea tracing back to Shannon 1951 Language Models
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Large LM

108 = # of params <1008

| 1B < #of params <108 |

Small LM~ Pretrained model with no instrsction
or chat fine-tuning.
Fine tuned modeds that are oniginally # of parmms <18 Example: MPT-T8
based on original models.
Example: Alpaca (based on LLahis,
mee - ’ Parameters
Foundation
= Pretrained model that Is
= also fine-tuned on
Fine Itunmg = nstructon Example: MPT-78-instruct
-
. o
Original
Pretrained model that s
also fine-tuned on chat.
Example: MPT-7E-chat
Availability
Owiginal madets that are not fine
tuned or based on any other
pretrained model.
Example: LLabA
Model weights are NOT publicly Misdel wedghts are publicly released
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. . Increase of Size and of Computational Costs
15,000x increase in 5 years
+s+ || Environmental and financial costs
1 trillion
Consumption COze (Ibs)
Air travel, 1 passenger, NY <>SF 1984
o Human life, avg, 1 year 11,023 )
N Megatron-Turing American life, avg, 1 year 36.156 Estimated cost (USD)
m ? b ’ . .
= 5308 Car, avg incl. fuel, 1 lifetime 126,000 Models Hours Cloud compute Electricity
T g 1 120 $52-$175 $5
g Training one model (GPU) 24 2880 $1238-$4205 $118
N NLP pipeline (parsing, SRL) 39 4789 239,942  $103k-$350k $9870
1758 w/ ;uning 8; ex)perimﬁm""[ion 78"}’82 Table 4: Estimated cost in terms of cloud compute and
; Transformer (big electricity for training: (1) a single model (2) a single
_ GPT-2 8B T5  Turing-NLG - y g g g
Tranéi;i)l\l;lmers ?Eg :;1 G,IFt‘;—Bz 8.3B 11B 17B w/ neural architecture search 626,155 tune and (3) all models trained during R&D.
— Table 1: Estimated CO2 emissions from training com-
MID 2018 2019 MID LATE 2020 MID LATE 2022 mon NLP models, compared to familiar consumption.
2017 2019 2019 2020 2021
Ti me Energy and Policy Considerations for Deep Learning in NLP. Strubell et al. ACL 2019. https://arxiv.org/abs/1906.02243
On the Dangers of Stochastic Parrots: Can Language Models Be Too Big? . Bender et al. FAccT 2021. https://dl.acm.org/doi/10.1145/3442188.3445922

UNESCO Report:

Smaller models are just as smart and accurate as large ones: Small models tailored to specific tasks can cut
energy use by up to 90%.

Small models are more accessible

Mikolov et al BottleCap Al, founded in April 2025



APPLICATIONS

ChatGPT

2. Agriculture, Food & Forestry: Use Cases of LLMs
« Curriculum & Teaching Innovation: Develop tailored educational materials for agribusiness, food

safety, agro-forestry, or bioeconomy—aligned with ICA-Edu and SIG initiatives ica-europe.inio +1

» Sustainable Research Support: Assist with literature reviews, summarizing circular bioeconomy
strategies, or synthesizing interdisciplinary insights for students and faculty.

* Policy & Funding Literacy: Aid committees like Agrinatura or Agribusiness to craft grant proposals,
position papers, or strategy briefings for EU initiatives (e.g., CAP, biodiversity, rural development)

ica-europe.info  Agriculture and rural development

» Forest and Land Management Insights: Use LLMs to parse and translate technical forestry data or
environmental regulations into actionable summaries.

¢ Agricultural Monitoring & Multimodal LLMs: Highlight research like AgriBench, a benchmark dataset
combining images and language for agro applications. This underpins future Al tools that help in land

use, crop assessment, and sustainable decision-making amxiv .

AgriBench, the first agriculture benchmark designed to
evaluate MultiModal Large Language Models (MM-LLMs) for APPLICATIONS: Need synergy
agriculture applications. '
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# Models

google/embeddinggemma-300

73.7k 56
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tencent/HunyuanImage-2.1
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ysago « L 4.66k 533

moonshotai/Kimi-K2-Instruct-0905

Upda

5 days ago 8.76k 330

microsoft/VibeVoice-1.58B

Updated 9 days ago 245k

Browse 1M+ models
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B Spaces

DeepSitev2 &
Generate any application with DeepSeek

Wan2.2 14B Fast
generate a video from an image with a text prompt

FineVision: Open Data is All You Need [
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USOFLUX #
Generate images by combining styles and subjects

Wan 2 2 First Last Frame .

122

Generate a video by interpolating between two images with .

Browse 400k+ applications

Natural Language Processing

o
& 51 29
Feature Question
Extraction Answering
= Datasets " 3,003 m0
14,208 models 13,003 models
HuggingFaceFW/finepdfs
Upd 2day °of
LYY B
. . P Token Zero-Shot
HuggingFaceM4/FineVision lassificati Classificati
Updated 6 71.4k 263 P —— 7,631 models
jupyter-agent/jupyter-agent-dataset .
Undated : = Multimodal
Updated about 14 go 2.36k 119
fka/awesome-chatgpt-prompts Contribute @
Updated Jan € 43.9k 9.01k s
a1 It
&%
Pageshlft-Entertélﬁment/LongPage Anveto-An Audio-Text-to-
ays ag! 6.53k 3 Y Y Text
7,642 models .
123 models
Browse 250k+ datasets
Rank Type Model Average IFEval
1 9 MaziyarPanahi/calme-3.2-instruct-78b & = ® 52.08% 80.63 %
2/; s MaziyarPanahi/calme-3.1-instruct-78b = ® 51.29 % 81.36 %
3) 5 dfurman/CalmeRys-78B-0rpo-v0.1 = = ® 5123 % 81.63 %
4 5 MaziyarPanahifcalme-2.4-rys-78b @ —_ ® 50.77 % 80.11 %
5 L 4 huihui-aifQwen2.5-72B-Instruct-abliterated & | ] ® 481 % 85.93 %
6 % Qwen/Qwen2.5-72B-Instruct | ] ® 4798 % 86.38 %
7 5\ MaziyarPanahifcalme-2.1-qwen2.5-72b & | ] ® 4786 % 86.62 %
8 v newsbang/Homer-v1.0-Qwen2.56-72B & | ] ® 4746 % 76.28 %
9 - ehristoforufqwen2.5-test-32b-it & = ® 4737 % 78.89 %
10 o Saxo/Linkbricks-Horizon-Al-Avengers-V1-32B —_ ® 47.34 % 7972 %
1 e MaziyarPanahifcalme-2.2-qwen2.5-72b = = ® 4722 % 8477 %
12 - fluently-Im/FluentlyLM-Prinum = ® 4722% 80.90 %
13 ? JungZoona/T3Q-Qwen2.5-14B-Instruct-1M-e3 & | ] ® 4709 % 73.24 %
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MATH

40.33 %
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60.12 %
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58.91 %
54.00 %

28.63 %

&

Table Question

7 2
Text

Image-Text-to-
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20.36 %

19.46 %
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Video-Text-to- Visual Question
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173 models 514 models

MUSR MMLU... CO, Cost
38.53 % 70.03 % 66.01 kg
36.50 % 68.72 % 64.44 kg
36.37 % 66.80 % 25.99 kg
34.57 % 66.69 % 25.95 kg
12.34 % 50.41 % 76.77 kg
n7as 51.40 % 47.65 kg
13.30 % 51.32 % 29.80 kg
17.90 % 6717 2965 kg
19.13 % 52.95 % 2954 kg
18.16 % 53.25 % 7.95 kg

12.02 % 51.31% 2852 kg
17.26 % 53.42 % 21.25 kg

54.27 % 1.40 kg




Whats Next in NLP

Towards smaller models. Challenges:
BabyLM Challenge

Sample-efficient pretraining on a developmentally plausible corpus
https://babylm.github.io/

LM-Playschool Challenge
A Challenge for Improving LLMs Through Learning from Dialogue Game Interaction

MULTIMODAL MODELS (beyond Language and Vision towards EMBODIED Al):

The Grand Challenge on Multimodal Superintelligence
Text, Audio, Vision, and 3D
multimodal-ai.com

CAREFUL EVALUATION -

0.5

-0.22

Momente et al, EMNLP 2025
Triangulating LLM Progress through Benchmarks, Games, and Cognitive Tests

0.28

Figure 3: Correlation of cognitive abilities with perfor-
mance on games and (* =p < 0.05).
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http://multimodal-ai.com/
http://multimodal-ai.com/

What Next in the society
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